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Design and Analysis of Algorithms

Course Objectives:

Upon completion of this course, students will be able to do the following:

 Analyze the asymptotic performance of algorithms.

 Write rigorous correctness proofs for algorithms.

 Demonstrate a familiarity with major algorithms and data structures.

 Apply important algorithmic design paradigms and methods of analysis.

 Synthesize efficient algorithms in common engineering design situations.

Course Outcomes:

Students who complete the course will have demonstrated the ability to do the following:

 Analyze worst-case running times of algorithms using asymptotic analysis.

 Describe the divide-and-conquer paradigm and explain when an algorithmic design situation calls for 
it. 

 Describe the dynamic-programming paradigm and explain when an algorithmic design situation calls 
for it. 

 Describe the greedy paradigm and explain when an algorithmic design situation calls for it. 

 Explain the major graph algorithms and their analyses. Employ graphs to model engineering 
problems, when appropriate. Synthesize new graph algorithms and algorithms that employ graph 
computations as key components, and analyze them.

 Explain the different ways to analyze randomized algorithms (expected running time, probability of 
error). Recite algorithms that employ randomization. Explain the difference between a randomized 
algorithm and an algorithm with probabilistic inputs.

 Analyze randomized algorithms. Employ indicator random variables and linearity of expectation to 
perform the analyses. Recite analyses of algorithms that employ this method of analysis.

Syllabus: 

UNIT-I:
Introduction: Algorithm, Psuedo code for expressing algorithms, performance Analysis-Space complexity, Time 
complexity, Asymptotic Notation- Big oh notation, Omega notation, Theta notation and Little oh notation, 
probabilistic analysis, Amortized analysis.

UNIT-II:
Divide and conquer: General method, applications-Binary search, Quick sort, Merge sort

UNIT-III:



Greedy method: General method, applications-Job sequencing with deadlines, knapsack problem, spanning trees, 
Minimum cost spanning trees, Single source shortest path problem.

UNIT-IV:
Dynamic Programming: General method, applications-Matrix chain multiplication, Optimal binary search trees, 0/1 
knapsack problem, All pairs shortest path problem, Travelling sales person problem, Reliability design.

UNIT-V:
Backtracking: General method, applications-n-queen problem, sum of subsets problem, graph coloring, Hamiltonian 
cycles.

UNIT-VI:
Branch and Bound: General method, applications - Travelling sales person problem,0/1 knapsack problem- LC 
Branch and Bound solution, FIFO Branch and Bound solution.
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